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1. INTRODUCTION 

     

Gabor-filter based methods have been successfully applied for a variety of 

machine vision applications, such as texture segmentation [1-10], edge detection [11], 

object detection [12,13], image representation [14], and recognition of handwritten 

numerals [15].  In this paper we consider the problem of segmenting textured images 

using a single Gabor filter. 

 

Texture segmentation involves accurately partitioning an image into differently 

textured regions.  It requires simultaneous measurements in both the spatial and the 

spatial-frequency domains.  Gabor filters are well recognized in the recent past as a 

joint spatial/spatial-frequency representation of textures.  Daugman [16] has shown 

that Gabor filters have optimal joint localization in both the spatial and the 

spatial-frequency domains.  In addition, they are bandpass filters, which are inspired 

by a multi-channel filtering theory for processing visual information in the early 

stages of the human visual system [17, 18].   

 

A 2-D Gabor function is an oriented complex sinusoidal grating modulated by a 

2-D Gaussian function.  The parameters of the Gabor function are specified by the 
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frequency, the orientation of the sinusoid (or represented by the center frequency), and 

the scale of the Gaussian function.  Local orientations and spatial frequencies 

explicit in Gabor filters are therefore used as the key features for texture processing.  

The input image is generally filtered by a family of Gabor filters tuned to several 

resolutions and orientations.  However, it may not be computationally convenient or 

feasible to apply a large number of filters responding at multiple resolutions and 

orientations to an image. 

 

Accurate segmentation only occurs if the parameters defining the Gabor filters 

are suitably chosen.  Two main methods have been proposed in the literature for 

selecting Gabor filters for texture segmentation: the filter-bank approaches and the 

filter-design approaches [10].  In filter-bank approaches [1, 2, 6, 11, 13], the filter 

parameters are present ad hoc and are not necessarily optimal for a particular 

processing task.  A family of Gabor filters is usually reported with frequency 

bandwidth in octaves and orientation bandwidth in 45 degrees.  Therefore, the 

orientation parameters are generally selected at four directions:  , and 

 [4, 11-13, 15].  The restriction to four orientations is made for computational 

saving.  For an image array with a width of W pixels, the following values of 

frequency are typically employed [4, 12] :  

°0 , °45 °90

°135

( ) 24/,,24,22,21 WΛ  cycles image-width-1 

The total number of Gabor filters in the bank is given by . ( )2/log4 2 W

 

The scale parameter of the Gaussian function is generally selected intuitively and 

assumed to be a constant.  Dunn et al. [19] have proposed guidelines on selecting 

values for the scale parameter.  The problem with the filter-bank approach is that a 
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few values of the free parameters can result in a very large set of filters, which entail a 

tremendous number of convolutions. 

 

Currently human intervention is required to assist in selecting the appropriate 

filter parameters for texture segmentation.  Namuduri et al. [11] use a recursive 

filtering method to generate a family of Gabor filters and their responses starting from 

a high resolution and proceeding towards the lowest resolution in step of an octave.  

A method that generates the same responses in the reverse order is also proposed.  

Raghu and Yegnanarayana [1] present a Bayesian approach for the supervised 

segmentation of textured images.  The texture features are extracted by filtering the 

given image using a filter bank.  The selection of filters is done by visually 

inspecting the filtered images, so as to make out the filters that characterize different 

textures in the image.  Van Hulle and Tollenaere [6] present a neural network 

approach for texture processing.  The input to the neural networks is based on local 

energy maps obtained by filtering the textures with a bank of quadrature pair Gabor 

filters with different preferred orientations and spatial frequencies.  Besides the large 

computational burden imposed by a large bank of filters, it produces an output feature 

vector with high dimensionality and, therefore, requires a complicated classifier for 

texture discrimination. 

 

Some texture segmentation tasks may not require a large bank of filters for 

effective performance.  Therefore, in filter-design approaches [3-5, 8-10] only one or 

a few filters for a particular application are designed in an effort to reduce the 

difficulties of filter-bank approaches.  The selection of best filters is generally based 

on a priori knowledge of the textural properties derived from a spectral Fourier 

analysis of the entire image [3, 20].  The analysis is followed by a search for the 
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most significant spectral components and then the preferred frequencies and 

orientations of the Gabor filters.  Teuner et al. [5] point out that as the Fourier 

transform is a global transformation, this approach makes an optimum extraction of 

important local features impossible. 

 

Clark and Bovik [21] propose a supervised approach based on computing the 

discrete Fourier transform (DFT) of sample textured regions.  The 2-D frequency 

component that differs most between regions is then selected as the center frequency 

of the Gabor filter.  The performance of the DFT method is relatively poor since it 

does not consider filter bandwidth when determining the center frequency.  Bovik et 

al. [3] select a set of channel filters for the segmentation of a textured image.  A 

simple peak-finding algorithm applied to the image power spectrum is used to guide 

the choice of the filter center frequencies.  The filter parameters are chosen using a 

limited amount of human intervention.  For strongly oriented textures, the most 

significant spectral peak along the orientation is chosen.  For periodic textures, the 

lower fundamental frequency is chosen.  Finally, for nonoriented textures, the center 

frequencies are chosen from the two largest maxima.  Teuner et al. [5] employ an 

iterative version of the pyramidal Gabor transform [22] to select a set of Gabor filters 

for unsupervised texture segmentation.  The parameter selection and tuning are 

based on the detection of spectral “nonconforming” components, which are computed 

from a contrast function calculated for all spectral components at different 

hierarchical levels of the Gabor pyramid.  Jain and Farrokhnia [4] and Jain et al. [12] 

propose a systematic filter selection scheme for texture segmentation and object 

recognition.  It is based on an intuitive least squares error between the input image 

and the reconstruction of the input image from the filtered images. 
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Dunn et al. [8] strive to give Gabor filters that produce step signatures 

(discontinuity) in the filtered image so that texture boundaries of two distinct textures 

can be detected.  The method involves an exhaustive search to find the center 

frequency, and image-segmentation error is minimized using measured output 

statistics and a Rician statistical model.  Weldon et al. [9] consider the issue of 

designing a single Gabor filter to segment two textures.  They establish a method for 

simultaneously computing output power of a large number of candidate Gabor filters 

for a particular texture.  The measure of output power is then used to select the best 

Gabor filter that maximizes the ratio of output powers for the two filtered images.  

Weldon et al. [10] further present a method for the design of a single Gabor filter for 

multiple texture segmentation. In the method, Rician statistics of filtered textures at 

two different Gabor-filter envelope scales are used to generate probability density 

estimates for each filtered image.  The Rician statistics associated with Gabor-filter 

output must be estimated over a range of Gabor-filter center frequencies at a rather 

intuitively selected Gaussian scale.  The filter design is established by selecting the 

filter that provides the lowest image-segmentation error. 

 

An explicit methodology has not been suggested for simultaneously selecting the 

best Gabor-filter parameters of frequency, orientation and scale.  This paper 

considers the issue of designing a single Gabor filter for multi-texture segmentation 

using a systematic optimization algorithm.  The selection objective for a best Gabor 

filter is based on the Maxmin principle that maximizes the minimum ratio of output 

responses of any two distinct textures.  The Maxmin processing result makes the 

output responses between different textures well separated.  Therefore, a simple 

thresholding scheme can be directly employed to partition the input image into 

differently textured regions.  Since the Gabor transform is a nonlinear complex 
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function, we propose a stochastic optimization procedure based on the simulated 

annealing (SA) algorithm for effectively determining the Gabor-filter parameters.  

The SA algorithm has been demonstrated that it has the capability of escaping from 

the local optima.  In order to improve the efficiency of the SA algorithm, the 

proposed optimization method incorporates the Hooke-Jeeves pattern search (PS) to 

the SA algorithm as the move generation mechanism.  The proposed method can be 

viewed as an SA with a PS-based move strategy as well as being viewed as a 

modified PS with stochastic transition.  The new proposed stochastic method, named 

SA/PS, allows the Gabor-filter parameters to be simultaneously determined. 

 

This paper is organized as follows : Section 2 describes the Gabor filtering 

scheme, defines the output energy of filtered images, and discusses the Maxmin 

principle for the selection objective.  Section 3 presents the proposed SA/PS 

optimization algorithm for determining the best Gabor-filter parameters.  Section 4 

demonstrates the experimental results for a variety of artificial and real textures.  The 

paper is concluded in Section 5. 

 

2. GABOR FILTER AND FILTER DESIGN 

 

    We begin with a brief overview of Gabor filters.  The 1-D Gabor function was 

first defined by Gabor [23], and later extended to 2-D by Daugman [16].  A 2-D 

Gabor filter is an oriented complex sinusoidal grating modulated by a 2-D Gaussian 

function, which is given by  

         (1) )]sincos(2exp[),(),(,, θθφπσθφσ yxjyxgyxG +⋅=

where  
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The frequency of the span-limited sinusoidal grating is given by  and its 

orientation is specified as .   is the Gaussian function with scale 

parameter .  The parameters of a Gabor filter are therefore given by the frequency 

, the orientation  and the scale .  Note that we need only to consider  in 

the interval [ 0 , ].  Symmetry makes the other directions redundant.  This 

sets up the range constraint for  in the SA/PS algorithm described in the next 

section. 
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The Gabor filter  forms complex valued function.  Decomposing 

 into real and imaginary parts gives  

),(,, yxG θφσ

),(,, yxG θφσ

                             (2) ),(),(),( ,,,,,, yxjIyxRyxG θφσθφσθφσ +=

where 

              )]sincos(2cos[),(),(,, θθπφσθφσ yxyxgyxR +⋅=

              )]sincos(2sin[),(),(,, θθπφσθφσ yxyxgyxI +⋅=

Gabor-filtered output of an image  is obtained by the convolution of the 

image with the Gabor function .  Given a neighborhood window of 

size W W for W=2k+1, the discrete convolutions of  with respective real 

and imaginary components of  are 
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Define the energy ),,,( θφσyxE  at  as  ),( yx

             ),,,(),,,(),,,( 22 θφσθφσθφσ yxCyxCyxE IR +=              (4) 

 

In the conventional Gabor-filter design approaches, the best filter parameters are 

generally selected so that the corresponding energy is a maximum for each specific 

texture.  Here we consider the design of a single Gabor filter to segment multiple 

textures based on a Maxmin principle.  Since our segmentation scheme is a 

supervised one, let us assume that an input image  consists of N different textural 

classes , .  Let , a subimage of  with the size equal to the 

neighborhood window W W, be a training sample of the class C .  Denote 

I

iC Ni ,,2,1 Λ= )( iCI I

i

)θ

,,( φσ

,,( ** φσ

,,( yxEi ,φσ  by the energy of texture class , as defined in eq. (4), for a given 

filter parameter set .  The selection objective for the optimal Gabor-filter 

parameters is based on the Maxmin principle that maximizes the minimum energy 

ratio of any two distinct textures  and C , .  Therefore, the optimal filter 

parameter values  are selected by  

iC

i

)θ

*θ

iC j j≠
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 (5) 

For a bipartite textured image containing two texture classes  and , the above 

Maxmin selection objective is simply equal to maximizing the ratio of 

1C 2C

),,,(1 θφσyxE  to ),,,(2 θφσyxE , i.e., 
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Let 

      },,2,1;1,,2,1
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For an image containing N different textures, the Maxmin principle of eq. (6) results 

in energy magnitude in decreasing order as the texture class number increases, i.e.,  

*)*,*,,(*)*,*,,(*)*,*,,( 21 θφσθφσθφσ yxEyxEyxE N>>> Λ  

Also, the energy ratio of any two texture classes  and C , , is at least .  

A large value of  will result in better discrimination between any two distinct 

textures.  By observing the energy distribution in the 1-D histogram of a 

multi-textured image, we can employ a simple multi-threshold scheme [24, 25] to 

select N-1 proper energy thresholds .  A pixel  in the textured 

image is assigned to texture class  if  

iC

1−

j ji ≠

),( yx
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*E

21 ,,, NTTT Λ

iC

NiTyxET ii ,,2,1,*)*,*,,(1 Λ=≤<− θφσ  

where  and .  Therefore, the complicated texture segmentation 

problem in 2-D domain is converted to a simple thresholding problem in 1-D domain. 

00 =T ∞=NT

 

3. THE SA/PS OPTIMIZATION ALGORITHM 

 

In this section, we discuss the optimization algorithm that determines the best 

parameter values of a single Gabor filter for multi-texture segmentation.  Based upon 

the previous discussion, the optimal model for multi-texture segmentation can be 

formulated as  

}N,,i,ij;N,,,i
),,y,x(E
),,y,x(E

{minMax
j

i ΛΛ 21121 ++=−=
θφσ
θφσ

 

    subject to  
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The constraints (7.a), (7.b) and (7.c) specify the possible ranges for parameters , , 

and , respectively.   and  are the minimum and maximum values of 

.  Likewise,  and  are the minimum and maximum values of .  

The constraints on  and  are not mandatory, but they will increase the search 

efficiency of the proposed optimization algorithm.  In our experiments, the range of 

 is between 1 and W (the width of the window), and no restriction is placed on . 

θ φ

σ

σ minφ

σ

σ

maxφ

φ

φ

minσ

φ

max

σ

 

The model formulated above is a nonlinear, constrained programming problem 

with multiple continuous variables , , and .  The proposed optimization 

algorithm is an approach combining the SA algorithm and the PS algorithm.  The SA 

algorithm is well-known for its capability of escaping from the local optima.  

However, it is not efficient with respect to the number of iterations.  The PS 

algorithm has been widely used and considered to be efficient in the area of nonlinear 

programming [26], but it also more inclined to terminate on the local optima.  The 

proposed SA/PS optimization algorithm embeds the PS into the SA algorithm as the 

move generation mechanism. 

σ φ θ

 

The simulated annealing (SA) algorithm [27, 28] is a stochastic search technique, 

which has been designed for guiding search procedure to escape from the trap of local 

optimality.  The search procedure in the SA algorithm performs with respect to a 

transition probability which is determined by the control temperature and the change 

in objective function.  The SA algorithm is a variation of neighborhood search, 

which can move “downhill” with respect to gains, replacing the current solution with 
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lower gains.  By allowing a move to a worse solution in a controlled situation, the 

SA algorithm can escape from a local optimum and potentially find a more promising 

“uphill” path.  Further, the “downhill” moves are carefully controlled by the 

temperature parameter.  When the temperature is high, the probability of the 

“downhill” move is high.  With a gradual decreasing of temperature, the probability 

of the “downhill” move becomes small.  The general procedure of the SA algorithm 

for maximizing an objective  is described as follows :  )(XE

   Initialize  the solution , and the temperature  X Γ

   While   is not frozen, Γ

 Do  the following loop M times : 

    Begin 

  Pick a neighboring solution  of  X ′ X

      by the move generation mechanism. 

    Let ∆  )()( XEXEE −′=

    If  (uphill move), set  0>∆E XX =′

    If  (downhill move), then 0≤∆E

        set  with probability . XX =′ Γ∆ /Ee

  End 

 Set   (lower temperature),  Γ⋅=Γ c 10 << c

   Return    X

 

To reduce the computational cost of the SA algorithm, the proposed method 

incorporates the PS algorithm into the SA as the move generation mechanism to 

expedite the search procedure.  The Hooke-Jeeves pattern search [29] proceeds 

according to a series of exploratory moves and pattern moves.  The exploratory 
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moves examine the local behavior of a function and seek to locate the direction of any 

steep hills that might be present.  The pattern moves utilize the information 

generated in the exploration to step rapidly along the hills. 

 

The exploration starts from an initial point using the specified step size in each 

coordinate direction.  If the adjacent move is accepted according to the objective 

function, the step is considered successful.  Otherwise, the step is retracted and 

replaced by a step in the opposite direction, which in turn is retained depending upon 

whether it succeeds or fails.  When all coordinates (variables) have been investigated, 

the exploratory move is completed.  If a pattern direction exists after the completed 

exploratory move, the search procedure proceeds to the pattern move.  In the case of 

a successful pattern move, the line search along the pattern direction is conducted 

until there is no further acceptable move.  The step sizes of the variables are adjusted 

if the vector of pattern direction is equal to zero, i.e. no move is accepted in the 

completed exploratory move with the current step sizes.  The step sizes will be 

increased first until the user-specified limit is reached.  If this fails, the step sizes 

will be decreased, and the exploratory moves are repeated. 

 

An application of the SA approach needs first to define four basic components of 

the algorithm [28].  The four basic components in the proposed SA/PS optimization 

algorithm are stated as follows :  

(1) Configuration : a legal configuration is one combination of variables, i.e., an 

 related to the Gabor-filter model. ),,( θφσ=X

(2) Move set : all s obtained from the PS algorithm are elements of the move set.  

The moves in the SA/PS algorithm are determined by the PS algorithm which adjusts 

the step sizes and decides the search directions. 

X ′
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(3) Gain function : the objective function of gains  is defined as eq. (6), which is 

the energy ratio of any two textures based on a Maxmin principle. 

)(XE

(4) Cooling schedule : we carried out a simple geometric cooling schedule [30].  After a 

specified number of moves (M) are completed, the temperature (Γ ) is replaced by the 

old temperature multiplied by a constant c, called the cooling ratio, for .  

The process is judged to be frozen when the procedure has made K consecutive loops 

of M moves with no change in the current best solution.  The geometric cooling 

schedule is proposed here to reduce the computational requirements.  A number of 

other cooling schedules have been discussed by Van Laarhoven and Aarts [31]. 

10 << c

 

We can now formally present the proposed SA/PS algorithm in a general form.  

The following symbols are the notation used in the algorithm.  The digits shown in 

the parentheses following each symbol are the parameter values used in the 

experiments. 

 

Notations 

  number of decision variables  m

  }, a set of decision variables ( ) X ,,,{ 21 mxxx Λ },,{ θφσ=X

 )  the lower bound of  (min jx jx

 )  the upper bound of  (max jx jx

  a neighboring solution of  X ′ X

  initial solution of ,  0X X },,,{ 00
2

0
1 mxxx Λ

  vector of step sizes,  S },,,{ 21 msss Λ

  vector of initial step sizes,     0S },,,{ 00
2

0
1 msss Λ
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  (  )0.1,0.1,5.0 0
3

0
2

0
1 === sss

{

r

0 <

0X 0

0 0SS =

0 0=In

  vector of pattern direction,  X∆ },,, 21 mxxx ∆∆∆ Λ

  a counter for number of step size increment In

  maximum number of step size increment allowed  I )150( =I

  a counter for number of step size decrement Dn

  increasing rate of step sizes,  ( r ) Ir 1>I 5

8

95

.1=I

  decreasing rate of step sizes,  ( r ) Dr 10 << Dr .0=D

  a counter for number of search points at a temperature level  Mn

  specified number of search points at a temperature level  M

  a counter for checking frozen state achieved  Kn

  specified maximum number of  K Kn

 c cooling ratio, a constant,  ( c ) 1<c .0=

  control temperature Γ

  initial control temperature 0Γ

 

The procedure 

Step 1. ( Initialize the search procedure ) 

(a) Get an initial solution , an initial temperatureΓ , and initial step sizes . 0S

(b) Set , ,  0XX = Γ=Γ

       , ,  0=Kn =Mn

       improve = FALSE,  frozen = FALSE 

 

Step 2. ( Exploratory move ) 

Set , . 0=∆X XX =′
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For j=1 to m 

(a) Set xx = ,  jjj s+′ )()( XEXEE −′=∆

Let   if . −∞=∆E )(max jxx j >′

If  (uphill move), then 0>∆E

   set , , improve = TRUE. XX =′ jj sx =∆

If  (downhill move), then 0≤∆E

   set , , improve = TRUE with probability . XX =′ jj sx =∆ Γ∆ /Ee

(b) Perform sub-procedure CHECK. 

If frozen = TRUE, go to step 5. 

(c) If 0≠∆ j , return to (a).  Otherwise, x

Set , . jjj sxx −=′ )()( XEXEE −′=∆

Let   if . −∞=∆E )(min jxx j <′

If  (uphill move), then 0>∆E

   set , , improve = TRUE. XX ′= jj sx −=∆

If  (downhill move), then 0≤∆E

   set , , improve = TRUE with probability . XX ′= jj sx −=∆ Γ∆ /Ee

(d) Perform sub-procedure CHECK 

If frozen = TRUE, go to step 5. 

 

Step 3. ( Check pattern direction found and adjust step size )  

(a) If 0≠∆ j , go to step 4. x

(b) If In ≤ , then I
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set , 1+= II nn

   S  (increase step sizes), 0)( Sr In
I ⋅=

go to step 2. 

If , then InI >

set , 1+= DD nn

   S  (decrease step sizes), 0)( Sr Dn
D ⋅=

go to step 2. 

 

Step 4. ( Pattern move ) 

(a) Set XX =′ , . X∆+ )()( XEXEE −′=∆

Let   if  violates the constraints. −∞=∆E X ′

If  (uphill move), then 0>∆E

   set , improve = TRUE. XX ′=

If  (downhill move), then 0≤∆E

   set , improve = TRUE with probability . XX ′= Γ∆ /Ee

(b) Perform sub-procedure CHECK 

If frozen = TRUE, go to step 5. 

(c) If XX =′ , return to (a) (continue pattern move). 

Otherwise, return to step 2 with X. 

Step 5. ( Termination ) 

Deliver X and terminate the search. 

 

Sub-procedure CHECK ( Check improvement and lower control temperature ) : 

Step 1 Set . 1+= MM nn

If , then return. MnM <
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Step 2 ( Check improvement in M moves ) 

(a) Set 0=n . M

If improve = TRUE, then set . 0=Kn

Otherwise, set . 1+= KK nn

(b) If Kn =  ( frozen state achieved ), set frozen = TRUE. K

Otherwise, set frozen = FALSE. 

Step 3. ( Lower control temperature ) 

Set , . Γ⋅=Γ c 10 << c

Step 4. Return. 

 

The proposed SA/PS algorithm has several desirable characteristics, including 

capability of escaping from the local optima, ease of implementation algorithmically, 

robustness for dealing with complicated nonlinear problems, and no restrictive 

assumptions about objective function, constraint set and parameter set. 

 

4. EXPERIMENTS AND DISCUSSION 

 

4.1. Experimental results 

 

In this section we present the experimental results for evaluating the validity of 

the proposed Gabor-filter design algorithm for multi-texture segmentation.  The 

algorithm is tested on a number of artificial and real textures containing bipartite, 

tripartite and quadripartite regions.  All input images are 512 480 pixels wide with 

8-bit gray levels.  Only the inner 400 400 pixels are used as effective image regions 

for energy measurements so that the effect of image boundaries can be eliminated. 
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The size of the neighborhood windows is selected to be 65 65 pixels.  During 

the training process, a subimage of size 65 65 pixels for each texture class, as shown 

in Figure 1(a), is arbitrarily selected to determine the best filter parameters.  Figure 

1(a) shows an artificial texture containing bipartite regions, one with horizontal line 

pattern, and the other with diagonal line pattern.  Figure 2(a) presents a real bipartite 

textured image containing two different textile fabrics.  Figure 3(a) shows another 

real bipartite textured image containing two sandpapers of different grains.  Table 

1(a) summarizes the trained energy values and the filter parameter values determined 

by the SA/PS algorithm for the bipartite textured images in Figures 1(a), 2(a) and 3(a).  

Figures 1(b), 2(b) and 3(b) show the segmentation results as binary images for Figures 

1(a), 2(a) and 3(a), respectively.  Figures 1(c), 2(c) and 3(c) depict the corresponding 

energy histograms for the textured images in Figures 1(a), 2(a) and 3(a).  From each 

of the energy histograms, it can be seen that a bipartite textured image results in two 

groups (peaks) in the energy distribution, and a threshold can be easily identified at 

the valley of the distribution to segment the filtered image. 

 

For three-texture segmentation, Figures 4(a) and 5(a) present tripartite textured 

images of real textile fabrics and sandpapers, respectively.  The segmentation results 

are represented by trilevel images as seen in Figures 4(b) and 5(b).  The 

corresponding energy histograms and the selected thresholds are shown in Figures 4(c) 

and 5(c).  It shows three obvious peaks in each energy histogram. 

 

For four-texture segmentation, Figure 6(a) demonstrates a quadripartite textured 

image containing four different textile fabrics.  Figure 7(a) shows another 

quadripartite textured image containing four different machined surfaces ( milled and 

shaped specimens with specific surface roughness ).  The segmentation results of the 
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quadripartite textured images are presented in Figures 6(b) and 7(b).  The energy 

histograms for Figures 6(a) and 7(a) are shows in Figures 6(c) and 7(c), respectively.  

They show four groups in the distribution, each corresponding to one class of a 

specific texture in the image.  The trained energy values and filter parameter values 

determined by the SA/PS algorithm for the tripartite textured images in Figures 4(a) 

and 5(a), and the quadripartite textured images in Figures 6(a) and 7(a) are 

summarized in Tables 1(b) and 1(c), respectively. 

 

Observing from Figures 1 through Figure 7, we can see that a single Gabor filter 

derived from the SA/PS algorithm can effectively convert the textured image into a 

simple energy histogram that groups the energy distribution according to the number 

of texture classes in the image.  More elaborate classification techniques such as 

Bayes, clustering and neural networks can be employed, but a simple threshold has 

directly demonstrated the effectiveness of the proposed method.  The bipartite 

textured images yield very good segmentation results in terms of presence of noise 

and smoothness of texture boundaries.  Minor noise is generated for tripartite and 

quadripartite textured images.  The classification errors are typically confined to the 

vicinity of the texture boundary due to the untrained texture patterns around the 

boundary.  Away from the boundary, the filter-output energy is highly discriminating.  

We can concluded that the proposed single Gabor-filter design approach is robust for 

segmenting images containing a few textures.  Its performance will degrade 

gracefully as the number of texture classes in an image increases. 

 

There are a few factors that may affect the effectiveness of the segmentation 

results, including the neighborhood window size, the order of texture classes appeared 

in the objective function, and the parameter setup in the SA/PS algorithm.  They are 
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separately discussed in the following subsections. 

 

4.2.  Effect of window sizes 

 

The selection of a proper neighborhood window size must be large enough to 

contain the local, periodic, spatial arrangement of intensity for all texture classes in 

question.  Too small a window size causes insufficient representation of texture 

information, whereas too large a window size increases the computational burden.  

In this experiment, we vary the window size from 65 65, 53 53, 41 41 to 25 25 

pixels to study the impact of window size on segmentation.  Figure 8(a) shows a 

bipartite textured image containing two textile fabrics.  Figures 8(b), 8(c), 8(d) and 

8(e) present the segmentation results from window sizes 65 65, 53 53, 41 41 and 

25 25, respectively.  Window sizes 65 65 and 53 53 generate similar 

segmentation results.  However, as the window sizes are reduced to 41 41 and 

25 25, the segmentation results in zigzag boundary at the transit of two texture 

patterns.  Away from the texture boundaries, the filter-output energy is still highly 

discriminating.  Minor noise appears for the over-reduced window of 25 25.  

Based on the segmentation results in Figure 8, it reveals that a larger neighborhood 

window size causes the filter-output energy to be less sensitive to window-position 

perturbation, and reducing output variation. 

 

4.3.  Order of texture classes in the objective function 

 

The objective function of eq.(6) maximizes the minimum energy ratio of any two 

textures  and , .  Let  and  be the measured energies for iC jC ji ≠ iE jE
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respective texture classes  and C .  If the energy ratio in eq.(6) is defined by iC j

ji EE , then we expect that the resulting energy values will have .  

Alternately, if the energy ratio is given by 

ji EE >

ij EE , then we expect that .  

The question now is whether the order of texture classes present in the objective 

function ( i.e., the position of  in the numerator or denominator with respect to 

any other  ) can affect the effectiveness of the SA/PS algorithm. 

ij EE >

iE

jE

E

{ 1EMax

NC,,2 Λ

j

 

In this experiment, the bipartite textured image as shown in Figure 2(a) is used 

for evaluation.  In the figure, the inner fabric, denoted by , has finer texture, and 

the outer fabric, denoted by , has coarser texture.  The SA/PS search results from 

individual objective function 

1E

2

2E  and { 1E }2EMax

E

 are summarized in 

Tables 2(a) and 2(b), respectively.  We have conducted 10 runs of the SA/PS 

procedure with different random number sequences for each specific objective 

function.  It can be seen from both Tables 2(a) and 2(b) that all resulting energy 

values in the numerator are larger than those in the denominator.  Taking the fine 

texture in the numerator results in large distance between  and , and the 

SA/PS algorithm converges to similar and successful parameter values for 9 out of 10 

runs, as marked by “ * ” in Table 2(a).  However, taking the coarse texture in the 

numerator only results in 5 successful searches out of a total of 10 runs, as seen in 

Table 2(b).  The similar results are also observed for the tripartite textured image 

shown in Figure 4(a).  Therefor, it can be concluded that the textures  

present in the objective function of eq.(6) should be ordered such that  has finer 

texture than C  if .  This forms the energy ratio 

1 2E

C,1

iC

C

j i < jEiE  for any two 

textures  and C  in the objective function. iC j

}

 21



 

4.4.  SA/PS parameter setup 

 

To evaluate the impact of the starting point  on the SA/PS solution, 

we arbitrarily select two starting points = (1.0, 1.0, 1.0) and (3.0, 10.0, 

50.0) to test the bipartite textured image shown in Figure 2(a).  Five runs are carried 

out for each starting point with different random number sequences.  Table 3 

presents the trained energy values and the resulting parameter values.  It shows that 

the SA/PS algorithm converges to similar parameter values for both starting points.  

The trained energy values for the fine texture  and the coarse texture  are 

around 15 and 0.1, respectively, using either starting point. 

),,( 000 θφσ

), 0θ

)1

,( 00 φσ

(E )( 2E

 

In the SA/PS algorithm, the solution quality is generally determined by the initial 

control temperature , and the specified maximum number K for the frozen state of 

temperature.  Generally, the larger the parameter values  and K we use in the 

SA/PS algorithm, the better the resulting solution is close to the global optimum.  

The cost for using large values of  and K is the increment of computational time.  

In this experimental study, we have examined two levels of  at 100 and 10,000, 

and two levels of K with K=10 and K=20 for the three bipartite textured images 

shown in Figures 1(a), 2(a) and 3(a), and the two tripartite textured images in Figures 

4(a) and 5(a).  We have found that temperature parameter =100, and frozen-state 

parameter K=10 are sufficient to generate successful Gabor parameters for texture 

segmentation.  As a rule of thumb, the larger the number of texture classes presents 

0Γ

0Γ

Γ

0Γ

0Γ

0
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in an image for segmentation, the larger the values of  and K should be used in 

the SA/PS algorithm. 

0Γ

 

5. CONCLUSION 

 

In this paper, a systematic optimization algorithm has been presented for the 

design of a single Gabor filter for multi-texture segmentation.  The proposed 

optimization algorithm is a stochastic search technique based on the simulated 

annealing (SA) procedure.  It embeds the pattern search (PS) into the SA procedure 

as the move generation mechanism to accelerate the search.  The selection objective 

for a best Gabor filter is based on the Maxmin principle that maximizes the minmum 

energy ratio of any two distinct textures.  This objective makes the energy responses 

between different texture classes well separated.  Therefore, a simple thresholding 

scheme can be directly applied to partition an input image into different textured 

regions.  This approach converts a complicated texture segmentation problem in 2-D 

domain to a simple thresholding problem in 1-D domain. 

 

The experiments on bipartite, tripartite and quadripartite textured images have 

demonstrated the effectiveness of the proposed method.  While a large set of Gabor 

filters could be used in the segmentation, the experimental results show that the 

proposed method is sufficiently powerful to achieve multi-texture segmentation using 

only a single Gabor filter.  Because of the generality and flexibility of the proposed 

SA/PS algorithm, the proposed objective function can be easily modified to different 

objectives without any revision of the search procedure.  For instance, the Gaussian 

function  used in the Gabor function can be asymmetric, i.e., ),( yxgσ
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2
1exp),( yx yxyxg σσ  

where  and  determine the scales of the Gaussian along the respective axes.  

This results in four Gabor-filter parameters ( , , , ).  In the most general 

case,  can be any reasonable window function.  The proposed SA/PS 

algorithm can be directly applied to any window function or other types of filters. 

xσ

,(xg

yσ

xσ yσ φ θ

)y

 

The performance of the proposed method degrades gracefully with increasing 

number of texture classes in an image.  When an image contains numerous textures, 

this leads to on going research on the design of a best set of multiple Gabor filters to 

segment multiple textures using the SA/PS algorithm. 
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(c) 

Figure 1. An artificial bipartite textured image of line patterns : (a) the original image ; 

the square frames shown in the image are the subimages used for training ; 

(b) the segmentation result shown as a binary image ; (c) the energy 

histogram. 
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Figure 2. A real bipartite textured image of textite fabrics : (a) the original image ; the 

square frames shown in the image are the subimages used for training ; (b) 

the segmentation result ; (c) the energy histogram. 
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(c) 

Figure 3. A real bipartite image of sandpapers : (a) the original image ; (b) the 

segmentation result ; (c) the energy histogram. 
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Figure 4. A tripartite texture

original image ; (b)
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(c) 

Figure 5. A tripartite textured image containing sandpapers of three different grains : 

(a) the original image ; (b) the segmentation result ; (c) the energy 

histogram. 
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Figure 6. A quadripartite textured image containing four d

the original image ; (b) the segmentation result ; (
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(a) 

           (b) 65×65                              (c) 53×53 

           (d) 41×41                              (e) 25×25 

Figure 8. Segmentation with various windows sizes : (a) the test example of a 

bipartite fabric image ; (b) result from size 65 × 65 ; (c) result from size 53

×53 ; (d) result from size 41×41 ; (e) result from size 25×25. 
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Table 1. The trained energy values and filter parameter values for : (a) bipartite 

textured images ; (b) tripartite textured images ; (c) quadripartite textured 

images. 

 

(a) 

Energy 
Textured image 

1E  2E  

Filter parameters 

),,( θφσ  

Line patterns ( Fig. 1(a) ) 70.82 0.10 ( 2.57, 6.99, 177.56 ) 

Textile fabrics ( Fig. 2(a) ) 18.67 0.10 ( 6.62, 28.24, 107.60 ) 

Sandpaper ( Fig. 3(a) ) 15.57 0.10 ( 9.18, 61.01, 179.32 ) 

 

(b) 

Energy 
Textured image 

1E  2E  3E  

Filter parameters 

),,( θφσ  

Textile fabrics ( Fig. 4(a) ) 19.91 8.10 0.00 ( 9.23, 3.00, 5.00 ) 

Sandpaper ( Fig. 5(a) ) 21.26 10.27 0.00 ( 10.45, 6.01, 2.89 ) 

 

(c) 

Energy 
Textured image 

1E  2E  3E  4E  

Filter parameters 

),,( θφσ  

Textile fabrics ( Fig. 6(a) ) 9685.3 8634.8 7505.6 6365.4 ( 12.0, 1.0, 1.0 ) 

Machined surfaces ( Fig. 7(a) ) 22752.1 19952.7 15159.5 13900.2 ( 7.5, 19.0, 90.0 ) 
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Table 2. The SA/PS search results for the bipartite textured image shown in Figure 2(a) 

using the objective function : (a) { 21max EE } ; (b) { 12max EE }. ( The 

run marked by “ * ” represents a successful training. ) 

 

(a) Objective function : { }21max EE  

Energy 
Run number 

1E  ( Fine texture ) 2E  ( Coarse texture ) 

Filter parameters 

),,( θφσ  

*1 25.66 0.10 ( 7.27, 17.47, 56.81 ) 

*2 19.41 0.10 ( 7.15, 17.99, 56.04 ) 

*3 18.93 0.10 ( 6.97, 18.67, 57.40 ) 

*4 16.62 0.10 ( 7.38, 18.28, 56.48 ) 

*5 19.15 0.10 ( 7.32, 18.29, 57.79 ) 

*6 22.18 0.10 ( 7.43, 17.52, 55.61 ) 

*7 23.68 0.10 ( 7.04, 18.99, 60.00 ) 

*8 19.61 0.10 ( 7.88, 19.23, 57.00 ) 

9 5.19 0.10 ( 1.78, 70.04, 83.99 ) 

*10 25.20 0.10 ( 7.36, 18.84, 56.99 ) 

 

 

(b) Objective function : { }12max EE  

Energy 
Run number 

1E  ( Fine texture ) 2E  ( Coarse texture ) 

Filter parameters 

),,( θφσ  

*1 0.10 18.67 ( 6.61, 28.23, 107.59 ) 

2 1.05 4.13 ( 2.15, 57.19, 106.00 ) 

*3 0.10 24.16 ( 6.33, 29.21, 106.00 ) 

*4 0.10 19.18 ( 6.26, 29.12, 106.25 ) 

5 0.12 3.24 ( 1.15, 15.80, 118.69 ) 

*6 0.10 23.16 ( 6.33, 29.12, 106.00 ) 

7 2.32 4.25 ( 2.15, 57.19, 106.00 ) 

8 0.08 3.26 ( 1.07, 41.62, 127.88 ) 

*9 0.10 21.21 ( 6.61, 28.01, 105.94 ) 

10 0.84 4.20 ( 2.15, 57.19, 106.00 ) 
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Table 3. The resulting energy and filter parameter values of the SA/PS algorithm 

using different starting points for the bipartite textured image in Figure 2(a). 

 

Energy Starting point 

),,( 000 θφσ  
Run 

1E  2E  

Filter parameters 

),,( θφσ  

1 19.46 0.10 ( 10.64, 12.00, 1.04 ) 

2 17.79 0.10 ( 11.25, 12.14, 1.43 ) 

3 13.32 0.10 ( 10.82, 12.14, 1.83 ) 

4 13.47 0.10 ( 10.64, 12.00, 1.04 ) 

( 1.0, 1.0, 1.0 ) 

5 14.65 0.10 ( 11.15, 11.00, 1.00 ) 
 

1 14.68 0.10 ( 12.00, 12.49, 2.80 ) 

2 15.92 0.10 ( 12.00, 12.53, 2.82 ) 

3 14.73 0.10 ( 11.87, 12.00, 2.70 ) 

4 17.83 0.10 ( 11.62, 12.00, 2.27 ) 

( 3.0, 10.0, 50.0 ) 

5 16.47 0.10 ( 12.00, 12.45, 2.96 ) 
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